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1. INTRODUCTION

In agricultural field experimentation the results of an experi-
ment conducted at a particular place or in a particular year are not
of much practical use unless the experiment is repeated at a number
of places over a number of years. The results of the experiment after
pooling over a number of places or years will be more broad-based
and more stable and help the research workers in formulating their
future experimental programmes and the extension workers in
disseminating information for practical farming. The statistical
problems involved in combining the results of similar experiments -
conducted over space or time have been extensively dealt with by
Yates and Cochran (3), Cochran (2), Cochran and Cox (1) and
others. These authors, however, dealt with experiments involving
one factor only. In the case of experiments involving several factors,
one is often interested in studying the behaviour of interactions of
various factors with different years or different places. The differen-
tial behaviour of various effects in different years or places will affect
the conclusions that may be drawn from the set of experiments under
study.

The object of this paper is to present methods for combining
results of similar factorial experiments conducted over a number of
years or at a number of places particularly in cases when the data
are available in the form of two-way tables of means along with
their standard errors. In such cases no information is available about
second and higher order interactions between factors. Therefore,
these interactions have been ignored from the combined analysis
without any loss of information.
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2. COMBINATION OF RESULTS OF A SINGLE FACTOR EXPERIMENT

Consider an experiment with ¢ treatments laid out in » rando-
mised Dblocks conducted for p years. The usual linear model
would be

Yip=p+pi+ri+te+ o)+

where p; (i=1, 2,.. p) is the effect of the ith year, r;; (j——l 2,..r) is
the effect of the jth replicate in the ith year, #, (k=1, 2,...t) is the
effect of kth treatment, (p?);;, is the interaction of kth treatment with

ith place and (#r); is the random error. The parameters p,_r,,_and/

1, are constants, and-others-arerandom variables with

(Pz)—E(Pf)u.—E(t")mc—O
E ]7) _sz’ \

We divide the treatmentXplaces interaction into (1—1) orthogonal
contrasts each carrying (p—1) d.f. ; and the corresponding random

variable being denoted by (p1), (I=1, 2,...t—1 ) with variance o2 (l)le
This leads to the following analysis of variance :
TABLE 1

Analysis of variance of experiment with single factor treatments

Source of variation d. f. | M.S.S, Expected value of M.S.S.
Years (p—1) —_ —_
Replications p{r—1) - —

1 ot—=1
Treatments (r—1) T - . E 02— (t-—l) 2 o200

¥p —
+ ﬁ'% (=02

1 ro =1

Treatments X Years (p—1)(zt—1) P - E a2 +('_‘)12 o2(pt

1 P
p(r—=1)(z-1) E — 2
* Error P IEI o
[
Total tpr—1

From the above table the estimates of valid errors for
differences between two treatment means averaged over all the years
can be obtained. But the estimates of error for mean differences
between two treatments over a specified set of years cannot be
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obtained from the mean sum of the squares if o*(i=1, 2,...p) are not
. e¢qual and in such a case ordinary tests of significance would not hold.
Howeyver, if we assume that o, 2—¢? for all i=1, 2, .. p, the expected

values of various mean sums of squares are given by
. y 1=
E(T)=0" +m E ot . ( l) 2 (tk— )y

t-—l 2

E(TP)=c® +—— 3 &
t—1 v (pry

and
E(E)y=0"

o 2 2
If, further, it is assumed that oy =0, for all treatments we have

: _
E(T)=ct+re* + L 3 (t,— 1)?
. ot t'—l k=1,

E(TP)= 6+ rc®
pt

and

E(E)=c?

To sum up we conclude that

(i) If o =o®and Ufﬂﬂ)l =a';t for all treatment comparisons,
and the observationis are assumed to be normal, TP can be compared
with E by the F:test. And, if TP is signiﬁcant, T may be compared
with TP by the F-test. But.if TP is not significant, T is to be
compared with pooled estimate of error obtamed by pooling TP with
E. However, if 6%;:’s are not all equal, we have to divide the sums
of squares relating to treatments and interactions into separate
components and then separately compare each component of treat-
ment sums of squares against the corresponding component of
treatment X year interaction.

(ii) If o;* are not homogeneous as shown by the Bartlett’s test,
then TP and T of Table 1 cannot be compared with E. Weighted
analysis of variance has to be carried out, the weights being the
inverse of the per umit variancé in the individual years. If the
weighted analysis indicates the significance of TP, itcanbe concluded

Athat the interaction part i.e. cewm in the mean sum of squares for

the interaction TP is more dominant and the error part can be
considered negligible. Under these as'sUmptidns'

r t—1.
E(T)-“——i E c2(pt)l+'— 2 (fr_t)
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r -1

and E(TP): (t__T) lEl Uz(pt)l .

Thus, the heterogeneity of error variances does not influence the
estimates of error for the mean differences of treatments. However,
if the weighted analysis does not indicate the significance of TP there
is no satisfactory way either for obaining estimates of error variance
or for tests of significance.

3. COMBINATION OF RESULTS OF EXPERIENTS INVOLVING SEVERAL
FACTORS :

3.1.  Error variances are homogeneous :

Let us consider an experiment with two factors 4 and B with
levels a and b respectively conducted over a period of p seasons. Let
r be the number of replications of the experiment in each season. We
assume that the seasons under study provide a representative sample
of the entire population of seasons in the experimental area. The
linear model would be as under.

Vise=petDi+ %5+ Bt (aB)jx+(pe) 4 (PB) i+ (PoBis+ €se
(=1, 20, j=1, 2uunea, k=1, 2, ......H)

where «;, B and («p);; represent the effects of factors A, B and the
interaction 4B, (pw)y, (PB)y and (puP)y; represent the effect of

interaction of factors 4, B and 4B with years and e, is the experi-
mental error averaged over r replications of each experiment,

Further, we have

Zoy=2,=0, Z(ap)s=2(B);x=0

ik J k
E(p;)=0, E(p,?)=0q,?
E(pa)iy=0, E[(pa);?]= 6254
E(pRa=0, E[(pR)at]= Gzpﬁ
E(paP)r=0, E[(pap)in?]= 02y
Eei)=0, B(ety)=0?

Under this model, the analysis of variance of the experiment
may be written as in Table 2 below :
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TABLE 2
Analysis of variance for an experiment with two factors

Variation d. f. M.S.S. Expected value of M.S.S.
Y ear (p-1) -
prb
4 (a~1) Sy agz+bropa2+(—a_—!) Zay?
pra
B (6~1) Sp Sathare ot 4 1y 50
—1) (b ey . Pr
AXB (a—1)(b--1) SAB °“2+r°pa[5 + @=nB=1)
2(B) 2,2
Years x A (p—1)(a—1) Spy 092+br°pa2
Years X B (p—1)(b—-1) Spp <:,,2-{-arcpﬁ2
Yearsx Ax B (p—1)(a—1)(b-1) SPAB °92+r°pa(32
Pooled error p(r—1)(ab—1) E g.2

It is obvious from Table 2 that Sp4,Spp, Spgp can be com-
pared with E by the usual F-test, and in accordance with results of
section 2, if these interactions are significant, these can be used for
comparing Sy, Sp and Syp. In case, some (or none) of Spy, Spp
and Sp,pare (is) significant, then only such interaction mean squares
(i.e., Spy, Spp or Sp4p as the case may be) can be used for testing
the significance of the corresponding factorial effects. The other
factorial effects would be tested against the pooled estimates of error.
However, in factorial experiments with only a few number of levels
of 4 and B and repeated only for a small number of years, say 3
or 4, the degrees of freedom associated with Sp4, Spp and Spyp are
usually inadequate to provide a reliable estimate of the interaction
variance. Therefore, if Spy, Spp and Sp4p are homogeneous, these
should be pooled and the pooled mean sum of squares should be
used for testing Sy, Sp and Syp. The pooled interaction mean
sum of squares would then have sufficient degrees of freedom.

In the case of more than two factors, say m factors at S15 Spyeenenn s
Sm 1. vels with results given in the form of two-way tables of means
along with standard errors for each year, we can work out the mean
sums of squares for main effects, first order interaction and their )
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interaction with years, say SA41, S42, ...... Sdm, S4142,...... SAun-1,
Ay, and Spyg,....-. > Sp4,,_,Am. But we cannot work out the mean
sums of squares for higher order interactions. The incomplete table
of analysis of variance of such type of experiments would be as given
in Table 3.

TABLE 3
Analysis of variance of experiment with several factors

Sources d. f. M. S.S.
Years (p=-1) —
Factorial effects
Ay SA1
Ay SA2
Am (s;m—1) SAm
Ardy (s1—1)(s2—1) S 4,4,
Ap14m (sm—1—1)(5m—1) SAm—lAm
Interactions (with years)
Spa, (p~1(ls1=1) . Spa,
—1)(s9—1 ;
Spa, (p—1)(s2=1) Spd,
SEAm (p=1)(spm—1) SPAm
SPA1A2 (p—1)(s3—1)(s2—1) ‘S.'PAlAz
— 1Y (57— 1) (sa—1 S
SPAlAa (p—1)(s1—1)(s3—1) PA1Ag
SpAm-14m (p—=1) (1 — D {sm—1) SPAm_lAm
Error . p(r—1)(s153...8,—1) E
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The interaction mean sums squares Spy, and SPAiA,- (i£]

=1, 2...m) should first be tested against the error mean square E
for knowing their presence or otherwise. Those of the interaction
sums of squares which are present will be pooled if they are found
to be homogeneous and test the corresponding factorial effects against
this pooled mean sum of squares. These interactions which are not
present may be pooled with E and the corresponding effects can be
compared with the pooled E. If the interaction mean sums of
squares Spy, and Spy,4, Which are present (i j=1, 2...m) are not

homogeneous, we can divide them into groupssuch that there is homo-
geneity within the groups. These groupwise mean sums of squares
of interactions can be used for comparing the corresponding
factorial effects.

3.2.  Error variences are heterogeneous

As in the case of single factor experiments the analysis of
factorial experiments becomes quite complicated when error vari-
ances are heterogeneous. The basic principles of statistical analysis
are those given in section 2; the working of various mean sums of
squares for a factorial experiment is not so straightforward and is
therefore discussed below.

Let us take an experiment with the three factors as 4, B, C at
levels a, b, c respectively conducted for p seasons. We shall assume
that the number of replications in each experiment is constant
(=r). Bartlett’s test of homogeneity of error variances shows that
Si#(i=1, 2...p) are heterogeneous. With three factors we bave three
two-way tables of means. Consider first the 4 X B table of means of
all years. Write the means of (a x b) treatment combinations obtained
in each year in the form of a two-way table. Call' it (4B) X Year
table of means, Let x;;; be the mean of the j-kth treatment combi-
nation of factors 4 and B in the ith year, averaged over the levels of
C. The various steps for finding out the m.s.s. and testing the
interactions 4 X Years, BX Years and A X Bx Years, etc. are given in
table 4,
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TABLE 4
Treatment Years Typ=2 wiXsjz
combinations of i=1
Aand B T 2 .. P p
A1By ' X111 Xa11 . Xpl1 Ty
ABy X113 Xa1a .- Xpla Ty,
A1 By X118 X215 Xp1p T
AgBy X101 Xag1 Xpa1 To1
AsBy X122 Xg22 X2 Ty j
4.8y X1ab Xoap - Xpab Tap
a, b
> xiik=Pi P, Poecieerenennn ot Pp
i k=1
14
r.c -
wi= 53 w1 Woneereersnnsainn Wo zEIM_W
P a, b
w;iPg wiPy WaPge.avierenns wpPp ZwP=G=3 Ty,
. i=1 J, k=1
ab s X X, X, ' Gz
i Z= Xy 5k=X4 1 Qeversinescesnns » C= W 1
D
Total S.S.= 3 w;X;—C (1
i=1
p
Year S.S.= 2 w;P2—~C ...(2)
i=1
i a, b c
AB) 8.8, =—; s T?p— ..(8
( ) 774 i el ik ( )

Therefore, (4B) X Years Interaction S.S.=(1)—(2)—(3). -
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Now consider the table of means of factor 4 X Years. Let x;;.
be the mean of the jth level of 4 in the ith year, averaged over levels
of factors B and €. Various steps for finding out the sums of
squares for 4 and 4 x Years are given in Table 5.

TABLE 5
Years
Treatment .El’”xif':T"
1 2 i p I=
Ay X110 R TRRTTSTPPN Xp1 Ty.
A; | e Xifer verneeans T;.
A, Xig Xiae XPq Ty
s xis.= Py Py Py P/ Py
. ]_1
r.bec , . ’ . . W
5 =W; Wy Wa wi W, Y wl=
S i=1
a 7
X x%y; =X Xy Xy Xy XZJI
Jj=1
p a
wy' Py’ wiy' Py' wy' Py wi/P/w, Py | Zw/P/=G=3XT;
i=1 j=1
p Gl‘)
Total S.S. = 2 w/ X, —C' where C'=—;

i=]

S.S. between Years =717_ s ow' P2

1=-l

S.S. due to factor 4 T’V’ 2 T2 —C’

WI

(4 x Y) interaction S.S. may be ob_ta;ncd by subtraction,
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In a similar manner the sums of squares for B and BX Years
interaction can be obtained by working out suitable weights in the
B x Years table of means. (4xBxY) Interaction S.S. is obtained by
sub-traction i.e.

(AxBxY)S.S.=[AB)X Years S.5.—(4x ¥) S.8.—(Bx Y) S.S.

In order to test for the presence of the interactions 4 XY, BXx Y and
AX BXY we follow the procedure as given by Cochran and Cox (1).
As they are, the sums of squares due to AX Y, BXx Y and AXBXY
are not distributed as y2 Therefore they are reduced to quantities
that are distributed approximately as 2. We thus get the quantities,

—4)(n—2 A\ (n—
(Z(njﬁ,”_?,)’x l:(AX Y)S-S-:l , %}H X l:(Bx Y)S.S.]

(n—4)(n—2)[(A X Bx Y)S.S.]
-nn+@—1)b—1)—2]
which are distributed as x?’s with

(p—H@—Hn—9 @E=HE-H{n—-%)
(n+a—3) ’ (n+b—-3)

(p—D)(@—-1)(b—1)}n—%)
[n+(a—1)(b—1)—2]

of freedom respectively where n==degrees of freedom for error in the
individual experiments. In this way if we consider the two-way tables
of (BXx C) and (4x C) we can work out similar x®values and their
d.f. for different interactions such as (CXYears), (AXCxY)and
(BXCXY).

and

degrees

and

For testing the significance of main effects and two factor
interactions we proceed as follows :

(i) If x>-tests for AXYears, BXYears, CXYears and 4 X B
' Years, 4XCXY, BxCxYears are all significant, we
may pool their respective unweighted sums of squares, if
they are not heterogeneous and test the significance of
main effects of 4, B, Cand interactions AxX B, AXC and
Bx C against the pooled mean sum of squares.

(i) If some of the above components of interactions with years
are heterogeneous but the X% corresponding to each
component is significant then pool these of the interaction
components which are homogeneous and use the pooled
mean sum of squares as the denominator for testing
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respective main effects and interactions. For example, if
interaction 4 x B x Years is significantly different from the
remaining interaction components but all the interaction
ccmponents are present then we will test the mean square
for AXB interaction against the mean square for 4x B
X Years. All other main effects and interactions will be
tested against the pooled mean sum of remaining interac-
tions (with years.).

(#ii) If the x>2-tests corresponding to some interaction com-

ponents (say 4x BXx Years) are not significant while all

" others are significant, the tests of sighiﬁc?nce of all main

effects and two-factors interactions except those which are

not significant (for example, 4 x B) follow as in (/i) above.

For these interactions which are absent the d.f. may be

partitioned into suitable orthogonal contrasts and test each

of these contrasts " with their respective interactions with
years.

4. EXAMPLE

To illustrate the methods given in the foregoing sections we
take an example of 3% confounded factorial experiment conducted at
Dry Farming Research Station, Vallabhipur, (Gujarat) on Jowar
crop during 1961-1962 to 1964-65. The treatments consisted of al]
combinations of 3 spacings between rows (designated as Sy, S,
and S;), 3 seed rates (designated as R,, R, and R;), and three
manurial treatments (designated as F,, F, and F,). The experiment

was laid out in 9 plot blocks replicated twice.

For combining the results over the four years the error variances
have been tested by Bartlett’s 2 test and were found 1o be hetero-
geneous. So, we have to see whether Treatments X, Years® interaction
is present. Since we have two-way tables of means, we can find out
S.S. due to (SXY), (RxY), (FXY), (SXRXY) and (Rx Fx Y)
interactions by weighted analysis leaving the highest order interaction
(S XFXRXY) which cannot be worked out from the available table
of means. We will take up factors in pairs. Let us first take the
factors S and R. As shown in Section 3, we first put the mean
values for all the combinations of S and R for four years and work
out the {otal weighted sum of squares for these nine treatment

combinations. The mean values are given in Table 6 and the other
steps also indicated therein;
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TABLE 6
5 Years
t combi-
nEZ?gég’g? Rc?md S Tim= 2 wixium
1961 | 1962 | 1963 | 1964 !
RS, 464 285 919 | 554 1024933
R,S, 476 343 855 | 295 1+002150
R3S; 377 275 743 | 213 0802370
RS, 466 444 1036 | 518 1071562
RyS» 447 277 914 | 328 0'960053
RS © | 377 | ss3 939 | 297 | 0863712
R;S; 459 546 1003 449 1-062619
R,Ss 415 298 1024 | 334 0933658
RySy 362 347 919 | 297 0-835684
wi= "001566| -000183| 000172 | 000159 | 37 ;= W=D 002080
i :
{
| -
S X =P; 3843|3168 8352 | 3285
ik _—
S x2un=X: 1657045 1170302| 78171941304793
Jr k
wiP; 5018130 *579744(1-436544| 522315 | % Tym= % wiPs
jok  =8556741=G
c=9
= — =139]1-2083
tw 20
Total S.S. = 5 wX;—C=451-738841 (D
i
Years S.S. =3 2 wip?—C=386364271 .(2)
1
T,?
Treatment S.S.= = - C=37-724020 «.(3)

(5 k)
Therefore, (RS) X Years S.S,=27-650550, -

(4)



¢ ANALYSIS OF GROUPS OF EXPERIMENTS 39

For obtaining the sums of squares due to (RX Years) interac-
tion, we take the marginal means of R under each year and conduct
the weighted analysis as given in Table 7.

TABLE 7
T Years r
reatment — =X W,
1961 192 1963 1964 pEp A
Ry 463 425 986 ~ 507 | 3.159114
Ry | 446 306 931 319 | 2.895861
Ry 372 325 867 269 | 2.501766
si_;=w,' 0.004698 .000549 000516 .000477 Sy = W' =0.006240
i
S y=P 1981 1056 2784 1095
7 ,
zxz,g- 551669 379886 2590646 431171
wi' Py 6.0'8138 579744 1.436544 .522315 | Zw; P’';=8556741=G'
i
Total S.8.=431.531929 ...(5)
S.S. for R=35.0843 ' ...(6)
Years S.S. =386.36427
Therefore, R X Years=10.083359 w(7)

Next we consider the marginal means of S under different years
and work out the sums of squares for SXYears -interaction by
weighted analysis following the same steps as already given above.

This gives us S.S. for SX¥'=0.446007 «:(8)

From these three values viz, (RS)Xx Y S.8,=27.650550
: Rx Y 8.8.=10.083359.
Sx Y S.8.= 0.446007.

From (4), (V) and (8), we get the S.S. due to Rx SxYears
intergction=17,121184,
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Similarly, by taking the other two tables of means viz. (Sx F)
and (RXF) and following the above steps we can work out the S.S.
due to the remaining interactions viz. (RXY), (RXFxY) and
(SXFxY). TheS.S. due to all these interactions are multiplied by
suitable multiplying factors and x*-values have been obtained along
with their degrees of freedom as given in table 8.

TABLE 8
(E*Z;egri; c]i;f;:zm) X2—value d.f. significance
RxXY 10.083359 49 N.S.
FxY 22,715500 49 o
SXY 0.446007 4.9 N.S.
RXFXY 13.597986 4.0 wok
RxSxY 17.121184 4.0 o
FxSxY 21.359527 4.0 Fk

It is observed from the above table that (FxY), (RXFxY),
(RxSxY) and (FXSxY) interactions are present. (RxX Y) inter-
action x*-value has just missed significance (Table value of 32 for 4.9
d.f. being 10.912). For all practical purposes we may take (RXY)
interaction also to be present. So the effects R, F, RXF, Rx S and
Fx S could be tested by F—test taking the respective interactions
with years as the error. The (unweighted) S.S. due to various sources
are given in the analysis of variance table 9 below :

TABLE 9
Analysis of variance

Source d.f. S.S. m.s.

R 2 118126 5 59063.250
S 2 21871.5 10935.750
F 2 295039 5 147519.750
RXF 4 27600.0 6900.000
RxS 4 8596.0 2149.000
FxS 4 9842.5 2460.625
RXY 6 36211.5 6035.250
FxXY 6 171388.5 28564.750
SxY 6 30640.5 5106.750
RXFXY 12 31618.0 2634.833
RxSxXY 12 38110.0 3175.833

Fx8xY 12 13358 0 1113.167
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Among the interactions that are present, (RXY), (RXFXY)
and (RxSx7Y) are found to be homogeneous and hence the S.S. due
to these interactions are pooled to test the effects of R, (RX F) and
(RxS). The combined analysis of variance is given in table 10.
Main effect of £ is, tested against (FXxY) interaction and (Fx S)
interaction is tested against (FX.SX Y) interaction.

TABLE 10.

Analysis of variance

Source d f. . m.s. F
R 2 ~ 59063.25 16.7236%*
RXF 4 6300.0 1,953
RXS 4 2149.0 —
(RxY)4-

(RXFxXY)+ 30 3531.3

(RXSXY)

F ’ 2 147519.75 5.16*
FXY - 6 28564.75

Fx S 4 2460.625 2.21
FxSxY 12 1113.167

Since (S X Y) interaction is not present the effect of S can only
be tested by dividing the 2 d.f. due to S into two orthogonal
contrasts and testing them by their respective interactions with years
as given in Cochran and Cox (1).

SUMMARY

In combining the results of similar experiments involving two or
more factors under treatments there are several problems involved.
Some of the interactions of treatment effects with years may be
present and some of them may be absent. Further among the
interactions that are present all of them may not be homogeneous,
This makes the testing of treatment effects difficult.
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The methods of combining results of such experiments have
been discussed particularly when the results of individual experiments
are available in the form of two-way tables of means. The methods
have been illustrated with the help of an example of @ 3% confounded
factorial experiment conducted for 4 yearsin Guijarat State.
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